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Motivation

• Would you let a 95% accuracy CNN examine your 
MRI scans? 

• Would you let a 54% accuracy classifier invest your 
funds? 

• Would you fall a sleep in a 99% accurate 
autonomous car?



Outline

• Preliminaries and definitions 

• Bias-reduced uncertainty estimation 

• Selective classification
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Deep Neural Networks
• Multiple layers of processing units 

• Feature representations learned at each layer 

• Low level features to high level 

• In this work we focus on convolutional neural 
networks for classification



Confidence Rate Functions

• For a classifier   ,We seek for a confidence rate 
function      that reflects loss monotonicity  

• We discuss three candidates: 

• Softmax response 

• MC-Dropout 

• Nearest neighbors distance 
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(x1, ŷf (x)|f)  (x2, ŷf (x)|f) () PrP [ŷf (x1) 6= y1] � PrP [ŷf (x2) 6= y2]



Confidence - Softmax Response

• Simply take     to be the Softmax output 

• Motivation - MNIST activations:
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Confidence - MC-Dropout

• Apply dropout at inference 

• Estimate prediction variance over numerous (100) 
forward passes with dropout (p=0.5) 

• Intuition - kind of ensemble variance

Gal, Yarin, and Zoubin Ghahramani. "Dropout as a Bayesian approximation: Representing 
model uncertainty in deep learning."



Confidence - NN distance

• Run nearest neighbors on the embedding space 

• Extract scores from in-class vs out-class distances 
among the k nearest neighbors

Mandelbaum, Amit, and Daphna Weinshall. "Distance-based Confidence Score for Neural 
Network Classifiers." arXiv preprint arXiv:1709.09844 (2017).



Confidence scores evaluation

• Confidence scores are:  

• Not probabilities 

• Might be unbounded (MC-dropout) 

• Defined across a set of instances 

• Thus we need a way to evaluate a score based on a 
labeled set (empirical measure). 

• We use selective prediction to asses confidence scores.



Selective Classification

• Selective Classifier is a pair  

• Coverage: 

• Risk:

�(f, g) , EP [g(x)]

(f, g)(x) =

⇢
f(x), if g(x) = 1;
don’t know, if g(x) = 0.

(f, g)

R(f, g) , EP [`(f(x), y)g(x)]

�(f, g)
.

Ran El-Yaniv, and Yair Wiener. "On the foundations of noise-free selective classification."



Selective Classification



From kappa to selective classifier

• A selective classifier obtained by thresholding the 
confidence rate function 

• Given a set       , we can derive a family of  
functions based on all the possible thresholds   .

g✓(x) ,
⇢

1, if f (x) � ✓;
0, otherwise.
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Area under risk coverage curve

• Given a labeled set      , and a    function, we define 
the AURC to be the area under the RC-curve. 

• For ease of quantitive assessment we normalize it 
by the AURC of the best     in hindsight. (E-AURC) 

• Notation - 
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Bias-reduced 
Uncertainty



Non Bayesian uncertainty estimation

• Many optional confidence scores 

• Our algorithm enhance any known confidence 
function 

• It is based on two observations



Observation 1 - Learning point

• We observed that “easy points” learned early 
during training.



Observation 2 - Overfitting

• We observed that uncertainty estimation for high 
confident points degrades at some point.



Solution - Early stopping

• Lets use information from intermediate points 
during training 

• We propose two algorithms: 

• Supervised method - requires additional set 

• Approximated method



Point-wise Early Stopping (PES)

• Given an independent training set 

• We split the training set into confidence bins 

• For each bin we find the best intermediate 
model to predict uncertainty 

• At test time: 

• we find the bin for a given point 

• We predict its uncertainty based on its bin.



Point-wise Early Stopping (PES)

Certain Uncertain

✓1 1✓2✓3✓4✓5 2345

j = argmin0<jT (E-AURC((x, ŷf [T ](x)|f [j]), f [T ]|S)

• For each bin we search for the intermediate 
model that minimize the E-AURC for the points 
in the bin.



Averaged Early Stopping (AES)

• Simply average the confidence scores



Results PES

• We applied the PES over softmax response on 
four datasets 

* E-AURC values multiplied by 1000 for clarity



Results AES

* E-AURC values multiplied by 1000 for clarity



Selective 
Classification



Knowledge

Knowns Unknowns



Knowledge

Known 
knowns

Known 
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unknowns



Selection with Guaranteed Risk 
(SGR)

• A selective classifier obtained by thresholding the 
confidence rate function 

• Given a training set       , a desired risk     , and a 
confidence parameter    , our goal is to learn a 
selective classifier such that:

g✓(x) ,
⇢

1, if f (x) � ✓;
0, otherwise.
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SGR Algorithm

• A generalization bound for DNNs 

• The tightest bound possible  

• Can work on a pre-trained network



Experimental Setting

• Datasets: 

• CIFAR-10 - VGG-16 

• CIFAR-100 - VGG-16 

• IMAGENET - VGG-16 + Resnet-50 (top1 and top 5) 



Experiments - RC-curve - CIFAR-10



Experiments - RC-curve - Cifar-100



Experiments - RC-curve Imagenet



Experiments - SGR

• CIFAR-10 - VGG-16 

• IMAGENET - top 5 with Resnet-50 



Questions?
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